
 Search Space  

HW Cost Techniques

Architecture Search Space: same space used by
conventional NAS. 
In HW-NAS,  it can be optimized by either removing some
operators or some architectures. 
Hardware Search Space:  space of different
configurations of one platform (e.g, frequency scaling) 

06  HW-NAS Components 

- Real-world measurements                 - Analytical Estimation 
- Lookup tables (LUT)                               - Prediction Models 

Observations 
- Layer-wise search space is more hardware friendly
than cell-based search space [2]. 

 Making AI mainstream by bringing powerful, 
 power hungry Deep Neural Networks (DNNs) to
resource-constrained devices requires an
efficient co-design of algorithms, hardware and
software. 
Increased popularity of DNN applications
deployed on a wide variety of platforms, 
From tiny microcontrollers to data centers: 
 Multiple questions and challenges in constraints
introduced by the hardware. 
Surveys on conventional NAS exists [1]: ours is
the 1st survey dedicated to HW-NAS.

01  Motivation 

Study Hardware-aware neural architecture (HW-
NAS), understand its main components and explore
the hardware friendly design options. 

02  Goal 

04  HW-NAS... A Trending Topic 
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Hardware-Aware
Neural
Architecture
Search : Survey &
Taxonomy  
Manually building deep learning
architectures requires expertise and time.
Hardware-aware Neural Architecture
Search are methods to automatically
create efficient architectures.

05  Taxonomy

(updated by June 2021) 

 Search Formulation   

Comparison of different evaluation methods for

the latency on NAS-Bench-201

07  Conclusion & Key Takeaways  

HW-NAS  an important to tool  to find efficient architectures. 
No method that beats every other strategy.
HW-NAS works focus on computer vision and CNN.
Benchmarking a big challenge in HW-NAS, 

HW-NAS-Bench [3] extend NAS-Bench-201 and FBNet
with HW metrics 

Remove unoptimized operators 
Remove too large architectures

The general structure of HW-NAS  different than the conventional
NAS process. We still find the three main components: Architecture
search space, Search algorithm and Evaluation methods.
- The Architecture Search Space can be optimized:

- Hardware search space used -> joint optimization between DL
architecture and HW configurations. 

03  General HW-NAS Structure  

General Structure of HW-NAS

Proportion over 139 HW-NAS  
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